INDUCED TRAVEL: A REVIEW OF RECENT LITERATURE AND
THE IMPLICATIONS FOR TRANSPORTATION AND
ENVIRONMENTAL POLICY

Robert B. Noland
Centre for Transport Studies
Dept. of Civil and Environmental Engineering
Imperid College of Science, Technology and Medicine

London, SW7 2BU

Ph: 44-20-7594-6036

Fax: 44-20-7594-6102

Emall: r.noland@ic.ac.uk

Lewison L. Lem
US Environmenta Protection Agency
Office of Trangportation and Air Qudity
Mail Code: 6406J
US Environmentd Protection Agency
Arid Rios Building
1200 Pennsylvania Avenue, NW
Washington, DC 20004
Ph: 1-202-564-9415
Fax: 1-202-565-2084
Emal: lem.lewison@epa.gov

Revised: October 2, 2000

Presented at the European Transport Conference 2000 and the 2000 Conference of the
Asociation of Collegiate Schools of Planning



ABSTRACT

This paper reviews recent research into the demand inducing effects of new trangport
capacity. We begin with adiscussion of the basic theoretical background and then
review recent research both in the UK and the US We then procede to examine the
influence that verification of these effectsis dowly having on both transport and
environmentd policy in both countries. Changesin policy and implementation of those
policies are till occurring and we provide some suggestions on how to move forward in

these aress.



INTRODUCTION

Trangportation policy has normally been influenced by the desire to provide mobility and
efficient access to dternative destinations primarily by dleviating traffic congestion. In
the US this has focused around congtruction of the Interstate Highway System and
provision of capital assstance for public trangport systems primarily in urbanized aress.
The UK hasfollowed asmilar gpproach with alarge expanson of the Trunk Road
system.? Historicaly the UK has placed grest emphasis on cost benefit assessment of
road projects to help prioritize projects. Over the last 30-40 years both countries have
seen areduction in public transport usage despite maintaining very different land use
planning systems.

Recently both countries have attempted to move towards more integrated
transport policies. This began in the US with enactment of the Intermoda Surface
Transportation Efficiency Act (ISTEA) of 1991 and subsequent reauthorization asthe
Transportation Equity Act for the 21% Century (TEA-21) in 1998. In the UK the central
government issued a White Paper in 1998 laying out a strategic direction for transport
policy (DETR, 1998). The latter reflected research conducted by SACTRA (1994) on the
impacts of induced travel as well as environmenta concerns over future growth in travel
(Goodwin, 1999). In the US capacity enhancing projects are increasingly being
chdlenged as ether ineffective at reducing congestion or aslikely to result in the
continuation of sprawl development patterns and inefficient land use.

This paper anadyzes the policy changes that are occurring due to the increased
recognition among the public and policy makers that new or expanded roads are not as
likely to relieve congestion as once was believed. We begin with areview of the
behaviord relationships underlying the theory of induced travel and review recent
research that documents and empiricaly measures induced trave effects. Wethen
examine how trangportation and environmentd policy is changing in response to the
empiricd findings both in the US and the UK We suggest areas of improvement in the

1 Trunk roadsin the UK are the responsibility of the central government and carry the bulk of long distance and
through traffic.



decison making process to fully recognize the consequences of induced travel behavior
on both trangportation and environmenta policy.

INDUCED TRAVEL: THEORY AND DEFINITIONS

The underlying theory behind induced travel is based upon the smple economic theory of
supply and demand. Any increase in highway capacity (supply) reduces the cost of
travel, especidly on congested highways, by reducing the time cost of travel. Trave time
is the mgor component of variable costs experienced by those using private vehicles for
travel. When any good (in this case travel) isreduced in cost, demand for that good
increases.

Travel supply and demand and the induced trave effect isillugtrated graphicaly
inFgurel. Theline S1issupply before a capacity expansion or other changes that
lower the cost of travel. Theline S2 is supply after the change in cgpacity, resultingina
lower cost of travel, associated with alower travel time cost. The quantity of travel
increases from Q1 to Q2 as the change in supply lowers the cost of travel from P1 to P2.
Fgure 1 assumes no change in underlying demand. For example, population growth is
not depicted in Figure 1. The increase in the quantity of travel from Q1 to Q2 represents
the induced travel effect.

In measuring the induced travel effect there are many confounding factors that
aso drive growth in VMT. Population growth, increases in income, and other
demographic effects, such as increased numbers of women in the workplace, are often
cited. Figure 2 shows how these effects can be graphicaly illustrated. The demand curve
shifts outward from D1 to D2 because more travel is demanded at a given price when
population increases in an area. The demand and supply curves shift Smultaneoudy in
Figure 2, and the resulting quantity of travel increases even morethan in Figure 1 (to
Q3). Empiricdly, it is difficult to isolate these two concurrent effects, and the relative
contribution to VMT growth of different factors. In Figure 2, the induced travd effect is
measured dong the horizontd axis as the difference between Q2 and Q1, while the effect
from exogenous growth is the difference between Q3 and Q2.2

2 Therelative scale of the effectsin Figure 2 do not necessarily represent actual magnitudes.



Induced travel naturaly assumes some eadticity of demand associated with
travel. That is, asthe price (or time cost) of travel changes, the amount of travel
demanded changes. Goodwin (1992) reviewed a number of studies of the dadticity of
travel with respect to fuel prices. He concludesthat dadticities of VMT with respect to
gasoline prices range from about —0.16 in the short run up to —0.30 in the long run.®
However, traffic engineers have traditiondly assumed thet travel demand hastotally
indagtic demand implying thet total travel will be congtant irrespective of changesin the
price (or time cost) of travel. Thisand the attribution of travel growth to exogenous
factorsis the source of much of the disagreement over the fundamenta existence and
nature of induced travel effects.

Another common source of disagreement is how to define induced travel. For
example, doesthis just include new trips or should longer trips aso be included? Litman
(forthcoming), for example, distinguishes between induced traffic and generated traffic,
where the latter includes diverted traffic (from other routes), while induced traffic does
not include any diverted traffic. We define induced travel to be an increasein VMT,
snce VMT growth is one of the primary sources of increased environmenta and socid
costs aswell as representing the potentid benefits of increased mobility. In the amplest
termsinduced travel (or VMT) can be broadly defined asthe increasein VMT
attributable to any trangportation infrastructure project that increases capacity.

Hills (1996) and Litman (forthcoming) provide a useful categorization of the
various behaviora effects one can expect from highway upgrades or capacity expansons.
Immediate behaviora effectsinclude: changesin the timing of departure dueto
rescheduling of trips (Smdl, 1982); switching of routes to take advantage of new
capacity; switches between transportation modes such as switching to private vehicle use
from trangt; longer trips, and an increase in totd trips taken. The most visble of these
effects (as shown by the difficulty of reducing pesak period congestion) tendsto be
rescheduling behavior that resultsin travelers returning to their preferred pesk travel

times. However, this effect does not necessarily result in anincreasein VMT and S0

3 Thisisdistinct from his conclusions on the price elasticity of fuel consumption, which ranges from about —
0.25 in the short run up to about—0.8 in the long run.



would not represent induced travel.* However, shifts to the pesk that free up capacity at
other times of the day can result in new trips being made a those times that are now less
congested.

Route switching can result in elther shorter or longer distances being traveled. If
the net effect ismore travel thisis clearly defined asinduced VMT. If speeds are now
faster, some additional long trips (perhaps recreationd in nature or to more distant
shopping centers) are likely to be taken increasing total VMT.

In addition to these short run effects, various longer run effects are hypothesized
to have asgnificant impact on total VMT growth. One long run effect would be
increases in household auto ownership levels. Other long run effects occur due to
changes in rdlative accessihbility within an urbanized area and can result in the spatid
redllocation of activities. If gpeeds are higher, many residences, employees, and
businesses will tend to relocate over time often resulting in longer distance trips (Gordon
and Richardson, 1994).% The concentration of retail activitiesin “big box” stores or auto-
dependent regiona shopping centers (rather than centraly located business digtricts)
further increases VMT. Findly, increasesin highway capacity may lead to changesin
land development patterns within aregion.

The theory of induced travel is condgstent with Downs (1992) theory of “triple
convergence’. Downs (1992) formulated this theory to explain the difficulty of removing
peak-hour congestion from highways. I1n response to a cgpacity addition three immediate
effects occur. Drivers using aternative routes begin to use the expanded highway, those
previoudy traveling a off- peak times (either immediately before or after the pesk) shift
to the peak (rescheduling behavior as defined previoudy), and public transport users shift
to driving ther vehicles.

Mogridge (1987) extends this idea to the Downs- Thomson paradox whereby road
capacity increases can actually make overall congestion on the road worse. This occurs

when the shift from public trangport causes a disnvestment in the mode such that the

* Peak shifting that does not noticeably reduce aggregate travel times does suggest that the benefits of most
projects are not accurately assessed. Thissuggeststhat rather than assessing benefits based on travel timesan
assessment based on the ability to travel at a preferred time should be done (Small, 1992).

® While the work of Gordon and Richardson is generally meant to extol| the virtues of suburban land
development patterns, their analysis of stability in work travel times while travel speedsincrease, provides
good empirical evidence for induced travel.



operator either reduces frequency of service or raises faresto cover cogts. This shifts
additiona passengersinto cars. Ultimately the syslem may be eliminated and congestion
on the origina (expanded) road is worse than before. Arnott and Small (1994) provide a
mathemétical example of this effect.

Another theoretica framework assumesthat tota time budgets alocated to travel
reman relatively congtant over time. Thiswas shown empiricaly by Zahavi & Ryan
(1980) and Zahavi & Talvitie (1980). Gordon and Richardson (1994) show how this has
maintained relatively constant average commute travel times. The travd time savings
from increased travel speeds tend to be off-set by increased travel distance, rather than
actud trave time savings. Thus, individud travel time budgets tend to remain congtant.
One could argue that full induced travel effects could actudly incresse the travel time
budget if the generalized cost of trave isreduced. However, even without an increasein
the travel time budget, a constant travel budget could result in an increase in VMT from
capacity additions and the increased travel speeds that are then possible.

Clearly, the theoretical understanding and the potentid behaviourd characterigtics
for induced travel effectsiswel established. Clear empirica evidence has, until recently,
remained dusve. Thisis partly dueto the difficulty of Satisticaly separating the many
effectsthat also increase total VMT and establishing clear causdl rlaionships. These

issues and areview of the empirica work is presented next.

INDUCED TRAVEL: EMPIRICAL STUDIES AND VERIFICATION OF THE
THEORY

Two digtinct streams of research on induced travel have been pursued over the last
severd years. These paralld streams occurred in the UK and the US We review both
strands of research which provide persuasive empirica evidence for the existence of
induced trave.

Sudies in the United Kingdom
Research on induced travel effects can be found going back severa decades.

Goodwin (1996) cites areport done for the UK Minigtry of Transport in 1938 that
evauated a ggnificant increase in traffic on anew road. Much of the historical literature
has been based on observationd traffic counts within travel corridors. These studies have



generdly not accounted for other exogenous effects that could aso contribute to growth
iNnVMT.

The recent gpate of empirica work in induced travel was initiated by the
SACTRA (1994) investigation and report to the UK Department of Transport. This study
included areview of rdevant theory and empirica studies. It also included a detailed
review of traffic growth within specific corridors that had an increase in capecity,
concluding that many corridors had seen greater than expected traffic growth and that this
growth was probably not solely attributable to other impacts such as increasesin income.
In addition, the studies reviewed focused on traffic counts, rather than changesin VMT,
which may mask the effect of some trips now be longer than they were previoudy. On
average, actua use during the first year was more than 10% greater than the forecast one
year usage. While some of this may smply be due to inaccuracy in the forecadts (other
than the lack of accounting for induced travel effects), these studies also showed that
traffic flows on pardle routes that the roads were intended to relieve were also either
higher or about the same as before.

The SACTRA (1994) report indicates that some of the forecast inaccuracy may be
due to underestimates of the rate of increase in GDP (as used by the Nationd Road
Traffic Forecast). The UK Department of Transport considered this to be the primary
effect of the underestimation of traffic growth on the schemes studied and thus
discounted the evidence for induced travel occurring. SACTRA (1994) discounted this
argument for severd reasons including potential problems with the timing of the
measurements (taken only one year after the schemes were completed) and the lack of a
broader measurement of tota traffic on aternative roads. They aso note that forecast
traffic on motorways and bypasses was usudly larger than for smaller schemes, which
would be expected if induced traffic was occurring. The argumentsin SACTRA (1994)
aso hint at the endogeneity of economic growth and highway capacity additions. The
latter may have an impact on overdl economic growth as we discuss further below. To
some extent, however, the potentid forecasting errors could be from numerous factors,
including lack of accounting for induced trave, therefore it is difficult to draw firm
conclusions from this andysis, other than to demongtrate the weakness of current
forecasting procedures.



Rodier and Johnston (2001) analyzed errorsin various socioeconomic forecasts
and the impact on travel forecast error. Thiswas done for the Sacramento, Cdifornia
region. They found that plausible errorsin persona income and fud price forecasts had
no significant impact. However, errors in population and employment growth had a
ggnificant impact. Therefore it is reasonable to assume that some of the forecast errors
reviewed by SACTRA (1994) are from these type of errors, though separating the sources
of errorsin demographic projections and omission of induced trave effectsis
questionable.

SACTRA (1994) and Goodwin (1996) derive travel time eadticities with respect
to VMT using fuel price dadticities with respect to VMT.  Thisis done for the dadticity
range of —0.15 to —0.30 reported by Goodwin (1992). Using an assumption of 6 pence (9
cents) per minute as the vaue of time, 25 minutes of average time spent traveling and 50
pence (75 cents) pent per day on fuel, he derives an eadticity range of —0.45 to —0.90 (or
as he summarizes, nearly —1.00).

Whileit is not clear how the assumptions on time spent traveling and fud cogts
were derived, it is clear that if we use US prices for gasoline, which are about 4 times less
than in the UK and assume somewnhét lower average vehicle efficiency, we can easily see
that dadticity vauesin the US must be larger. Assuming agasoline price of $1.25 per
gdlon, average speed of 30 mph, and fue efficiency of 27.5 mpg, then US eadticities
would range from —0.56 (short run) to —1.18 (long run).? The key result must be thet if
fue prices are low, then more of abehavioura response can be expected from changesin
travel speeds. That is, highway capacity effectswill be larger if travel time accounts for a
greater fraction of the total generaized cost of travel.

The SACTRA (1994) report had been commissioned to answer specific questions
regarding induced travel. The first question was whether induced trafficisa“red
phenomenon”. They concluded that induced traffic *can and does occur, probably quite
sgnificantly, though its Sze and sgnificance islikely to vary widdy in different
drcumstances.” They dso concluded that induced traffic can affect the economic
evauation of aroad scheme, i.e, affirmatively answering the question of whether
induced traffic does matter. They aso conclude that it matters most under conditions

6 Other assumptions used by Goodwin (1996) are held to be the same.



where the network is operating close to capacity, where demand eadticity ishigh, and in
cases where a pecific schemeislikely to result in large changesin travel costs. They
were not able to draw any conclusions on which elements of travel behaviour are affected
more or less (i.e., generation, distribution, mode choice, land use, etc.). SACTRA (1994)
a 50 included recommendations on how to improve appraisa and forecasting
methodol ogies to account for induced travel. We addressissues rdated to thisbelow in
our discusson of policy implementation.

Onefind piece of evidence for induced travel effects was compiled by Cairns et
d. (1998). Their sudy andyzed the impact of highway capacity reductions on traffic,
essentidly the reverse of adding new capacity. This study was commissioned in response
to changesin the gods of transport policy in the UK on finding ways of supporting
dternative modes of travel while reducing totd vehidetraffic levels. Improvementsin
public transport, pedestrian and walking facilities often require the redllocation of road
gpace from motor vehicles. Many proposed projects would be avoided due to fears of
“traffic chaos’ should thisoccur. Cairns et d. (1998) reviewed both the theoretical
evidence and over 40 specific case studies where road space had been either temporarily
or permanently removed. There overdl conclusion was that “traffic chaos’ did not occur,
though there may be short-term trangtiona impacts, and thet overdl traffic volumes were
reduced by removal of road capacity.

Sudiesin the United States
Shortly after the completion of the SACTRA (1994) report, the Transportation

Research Board (TRB) (1995) of the National Research Council examined the issue of
induced travel and the implicationsfor ar quality and energy use. Thisreport provides
extensve detail on the behaviora impacts from expanding road capacity. The primary
focus of the report was on the capability of andytica models used for forecasting
regiond transportation growth and emissions of criteria pollutants to adequately account
for induced traved effects. The consensus was that most modding procedures are
deficient and probably do not adequately capture induced travel effects or the behaviora
and economic development impacts of road projects. Johnston and Ceerla (1996a,
1996b) verified this concluson by moddling various infrasiructure improvements in the
Sacramento region and comparing results with and without feedback of initid travel time



changes. They dso showed that the lack of fully accounting for feedback effects could
result in different rankings of the projects on their congestion reduction potential.

The TRB report was inconclusive on how induced travel may effect ar quality.
Thisissue is complicated by the reationship between traffic dynamics (e.g., such as
changesin acceleration characteristics) and emissons. However, the report clearly
concludes that reductionsin travel time or costs will result in both increased highway use
and have a decentrdizing effect on urban development.

More recent empirica work has attempted to separate the effects of other
exogenous variables usng econometric techniques. This recent body of work began with
the work of Hansen et d. (1993) and Hansen & Huang (1997). They edtimated
econometric models using time series dataon VMT and lane milesfor state highwaysin
Cdifornia, by county and metropolitan area. The key innovation was the use of afixed

log(MT;,)=a; +b, +§ I |09(Xiit()+E°Ll w' log(SHLM .| )+,
k

=0

effects modd specified asfollows, where,

VMTi istheVMT inregion i in year t.

a; isthefixed effect for region i,

bt isthe fixed effect for year t,

XK isthe vaue of explanatory variable k for region i and year t,
SHLM .| is date highway lane milesfor region i and timet-1.

I w are coefficients which are estimated,

it isan error term, assumed to be normaly distributed.

Fixed effect modds with pand data include dummy (0-1) variables for each cross-
sectiond unit (Iess one) and sometimes for each year (again, lessone). They arethen
normdly esimated using ordinary least squares regression. Other variablesincluded in
their andysis are population, persond income, population density, and gasoline prices, dl
of which are expected to have an effect on VMT growth.

The use of panel data and fixed effects estimation alows esimation of models
when the andyst may not have data on dl the causa factors that influence the dependent
variable (Johngton and Dinardo, 1997). Thisisof critica importance in the analyss of
VMT growth. Many factors have been suggested as drivers of recent growth in VMT.



These include increased fema e participation in the work force, changing lifestyles
amongs individuds, changesin family sructure, levels of available public transport,

gpatial patterns of development, and others which are either unknown or for which datais
not easly available. Many of these factors may aso be highly corrdated with other
variables such as per capitaincome or overdl population growth, which can cause
problems in estimating standard errors for the coefficients of interest.

Asoutlined by Johnston and Dinardo (1997), andysis of smple cross-sectiond
datausing ordinary least squares estimation can result in biased estimates due to
orthogonality between the independent variables and the time-invariant error term. Pandl
data dlows the time-invariant terms to drop out, thereby removing the biasin estimation.
Johnston and Dinardo (1997) point out that “with pand datait is possible to obtain
consstent estimates of parameters of interest even in the face of correlated omitted
effectswhen OLS on individuas' cross sections would fail to do so!”.

Hansen & Huang (1997) edimate satigticaly significant coefficients on their lane
mile variable usng pand data and both OLS and a Prais-Winsten regression. The latter
was done to correct for autocorrelated error terms that they found using OL S regression.
Lane mile dadticities (with respect to VMT) of between 0.3 to 0.7 were found for models
using county-level data. Eladticities of between 0.5 to 0.9 were found for models using
metropolitan level data. Various lag structures were also tested and a two to four year lag
gructure resulted in long run dadticities that were gregter than those in the unlagged
models.

Noland (2001) estimated a number of Smilar pand regresson modesusing
nationwide data e the sate level. In genera, Noland finds smilar dadticity vaues
ranging from 0.3 to 0.6 in the short run and from 0.7 to 1.0 in the long run. The models
estimated by Noland include a disaggregation of the data by road facility type (i.e,
interstates, arterials, and collector roads by urban and rura road categories). These are
edimated using ZdIner's seemingly unrelated regression and with adistributed lag
(thereby dlowing the derivation of along run adticity). Resultsfor one of these models
isdisplayed in Table 1. In addition, Noland (2001) estimates a growth (or difference)
modd. This hasthe beneficid effect of removing virtudly any multicollinearity in the
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independent variables. The resulting lane mile coefficient estimates remain Smilar,
ranging from 0.5 to 0.8, dl with high levels of satigtical Sgnificance.

An andysis of nationwide metropolitan level data by Noland & Cowart (2000)
tellsthe same story. Long run eadticity values of 0.8 to 1.0 are derived using a
digtributed lag modd estimated for VMT and lane miles specific to interstates and arterid
road capacity.

One criticism of thiswork has been that it does not resolve the issue of causdity,
merely showing a correlation between lane mile expanson and VMT growth. Highway
planners argue that since they have accurately forecast where individuas desre to travel
they expect roads to fill up with travelers after they are built. However, thisignoresthe
fact that they often become more congested more rapidly than initialy planned, as
Goodwin (1996) and SACTRA (1994) showed for a sampling of projectsinthe UK. This
may partialy be afunction of anaytical forecasting tools that are not accurately
capturing induced travel effects. In any case, many planners discount econometric
andyses as merely proving that a correlation has been found and that these studies show
that planners are putting highways where people want to travel. On the other hand, these
studies certainly do not build a case for regjecting the induced travel hypothess.

One gpproach for definitively addressing the issue of causdlity isto use an
ingrumenta variable in the regresson with atwo-stage least squares estimation
procedure. Noland & Cowart (2000) use atwo stage least squares regression testing
severd ingrumentsto use for lane miles per capita. Results are shown in Table 2.
Urbanized land is tested as an instrument in mode (A). Thisvariable is not strongly
correlated with per capita VMT but is sgnificantly related to total lane miles per capita
(increasing urbanized land area results in lower lane miles per capita). Modd (A) has
coefficient values very smilar to ordinary least squares. Model (B) removes population
density which tends to interact with the dependent variable which is specified as a per
cgpitavariadle. This reduces the value of the lane mile coefficient. Modd (C) which has
population / area as an ingrument indicates some ingtability and lack of robustnessin the
lane mile coefficient. These results, while relatively week, do suggest a causd linkage

between increasing lane miles and increased VMT.
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A study by Fulton et a. (2000) used cross-sectiona time series county-level data
from North Caroling, Virginia, and Maryland and estimated a two-stage least squares
model. Their modd is specified as a growth modd with growth in VMT as afunction of
growth inlane miles. As an ingrument they find thet lane mile growth over ether 2
years or 3 yearsis corrdated with 1 year growth in lane miles, but not with 1 year growth
inVMT. Thisisused for individud state models and data combined for dl three States.
Reaults are quite robust showing an eadticity between 0.3t0 0.5. Thismodd is
reproduced in Table 3. Fulton et d. (2000) do not provide an estimate of long-run
elagticities but one would expect these to be somewhat higher.

Cervero & Hansen (2001) estimate a two-stage least squares moded with
indrumentd variables usng county level datafrom Cdifornia They estimated a
datidicdly sgnificant lane mile dadticity of 0.559, very smilar to the results of Fulton et
d. (2000). They used various political and demographic variables to help explain the
increase in road supply including the party of the governor (lagged by one year) and the
proportion of a county’s population that was white. They aso found that the supply of
lane miles can be explained by VMT, but with a smdler coefficient vaue of 0.328.
Therefore there results suggest that causdity may run in both directions but that the effect
of lane mileson VMT is grester than the opposite effect. They aso conducted a Granger
test and found the results consstent with their instrumenta variable modd. Fulton et Al.
(2000) dso conduct a Granger test with Maryland and Virginiadata Whilethistest is
not abasisfor causdity, they do confirm that VMT growth is preceded by lane mile
growth, while the reverse cannot be established.

Overdl the results of Fulton et d. (2000) and Cervero & Hansen (2001) arethe
most persuasive a showing a causal linkage between growth in lane miles and growth in
VMT.

Interestingly the work of Noland & Cowart (2000), Fulton et d. (2000) and
Cervero & Hansen (2001) using two stage least squares estimation generally produces
lower dadticity values than the studies of Hansen & Huang (1997) and Noland (2001),
athough the latter overlaps at the low end. This may indicate that there is some upward
bias in the estimates from the latter two studies.

12



The studies mentioned above have dl used aggregate datato test for statistical
sgnificance and to derive eadticity vaues. Thisis common practice in the economics
literature, but has been criticized by transportation planners. The basis of this criticisam is
that we need to understand how individuals respond to changes in capacity to truly
capture al the behaviourd effects that might occur. A disaggregate andysis of this sort
would certainly be of interest and is motivated largely by the desire of trangportation
planners to understand how specific projects may influence the behaviour of specific
categories of individuas. This has been agod of trangportation modeling in response to
criticisms of usng aggregate zond analysis. However, this does not undermine the
benefits of aggregate andysis which isintended to look at aggregate effects and can
provide valuable information to policy makers on the overall impact of capacity
expangon.

Rodier et d. (2001) use disaggregate data from the Sacramento, Cdiforniaregion
to examine induced travel effects. Their udy uses the integrated land use/
trangportation modd, MEPLAN, to andyze the impact of various scenariosin the
Sacramento region. They andyze the effect of holding some modding dements
congtant, such as changesin land use and trip digtribution. What they find is that
alowing these inputs to be endogenous resultsin an dadticity of VMT with respect to
lane miles of 0.8 for aforecast out to 2015 and 1.1 for aforecast out to 2040. If land
development is held congtant thisis reduced to 0.6 and 1.0 respectively. Holding
population and employment location constant reduces these values to 0.4 and 0.6
respectively. Thislatter is equivaent to the state of the art in regiona travel demand
models where trip digtribution is derived through feedbacks and multiple iterations.
Without feedback of the trip digtribution step, which is more common amongst Sate of
the practice travel demand models, resultsin indadtic travel demand, i.e. an dadticity of
0.0 (for both future forecast years).

Rodier et a. (2001) make several mgjor contributions. Firgt, the range of
eladticity vaues derived using a disaggregate regiond integrated land use and travel
demand modd gives eadticities smilar to the aggregate studies discussed previoudy. In
fact, their dadticities are even higher than those studies that employ two stage least
squares to account for causality. Second, they show that state of the art improvementsto
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regiona travel demand models can capture about 50% of the induced travel effect
relative to current practice capturing no effect. Obvioudy, this latter result has important
implications for assessment of dternative projects (which is discussed further below).
Ladly, their andlyssis based on individua behaviourd eements establishing aclear
causal link between behaviour and induced travel. Rodier et d. (2001) also show that
about 50% of the long term induced trave effect is not captured by the use of travel
demand modéds; in order to fully account for induced travel, regions would have to
capture both travel and land use changesinteractively.

Most recently, Strathman et a (2000) combined the 1995 Nationwide Persona
Transportation Survey (NPTS) datafor 12,009 households with the Texas Trangportation
Ingtitute (TTI) data (Schrank and Lomax, 1997) on road capacity in 48 metropolitan areas
in order to produce a system of equations that include both a wide range of exogenous
variables and four endogenous variables (commute mode, workplace density, resdentia
dengty, and vehicle miles of travel). In addition they use three ingrumenta varigbles
(likelihood of payment for parking a work, commute distance, and vehicle ownership).

In this study, per capitaroadway capacity was found to have a sgnificant effect upon
mode choice, resdentid dendty, workplace dengdity, and vehicle miles of travel. Given

an increase in roadway capacity, the cross-sectiond andysisindicated that personswithin
the metropolitan area tended to be more likely to drive done to work, live and work at
lower densities, and generate higher VMT.

The direct effect of aten percent increase in per capita roadway capacity is
estimated to be a 2.9 percent increase in VMT, when al other variables are controlled for.
This eladticity is conggtent with the findings of Noland (2001), Noland and Cowart
(2000), and Fulton et d. (2000). Interestingly, thisvalueis smilar to Barr’s (2000)
edimate of travel time eadticities using the same nationwide data (see discussion below).
In addition to the direct effect of roadway capacity on vehicle miles of travel, Strathman
et d. (2000) dso found an indirect effect, through resdential density and employment
dengty. Interestingly, the estimations showed that reduced residentia dengity resultsin
higher vehidle miles of travel while reduced employment density resultsin lower vehicle
miles of travel. Thislatter result may gppear counter-intuitive unless one considers that

lower density employment locations may in some cases be closer to resdentia areasthan
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higher dengity urban cores, though they would aso tend to be less accessible by public
trangt. The net change of these two counteracting forces, was an estimated indirect
eladticity of 0.033 between roadway capacity and VMT, which was about one-tenth of
the magnitude of the direct effect.

Barr (2000) used disaggregate household data from the 1995 NPTS to examine
induced travel effects. His study included 27,409 individuals from the NPTS. Hiskey
variable of interest was the amount of time spent traveling by each household. Thiswas
caculated by deriving the average travel speeds from the reported length of journeys and
their reported duration. The inverse of the speed was used to derive the key variable of
interest which was the average travel time. While this study uses only a cross-sectiond
database it can only describe correlation and not causation. The use of reported measures
of time and distance may aso introduce potentid inaccuraciesin the data. However,
some interesting observations can be drawn from Barr's study. Trave time eadticities
ranged between -0.3 and -0.4. Thisis beow the range suggested by Goodwin (1996).
Barr (2000) dso shows that eagticities are higher in urbanized areas compared to non
urbanized areas. This could be explained by higher congestion in these areas and grester
access to dternative modes. While he states that urbanized areas have a higher eadicity
(-0.36), it isredly not much higher than for non-urbanized areas (-0.32). Thismay
indicate no sgnificant difference and his result that dadticities do not vary with
metropolitan area size would tend to support the inggnificance of the differencein these
eadicities. He does show interesting dadticity differencesfor different family life cycles
but suggests that much of this difference is due to higher income dadticities. Clearly,
Barr'swork shows that disaggregate andysis can offer additiond information to policy
makers on how capacity additions will impact various demographic groups.

A smilar result on the effect of metropolitan area size was shown by Noland &
Cowart (2000). They forecast the contribution of capacity additionsto VMT growth for
metropolitan areas of different Sze and areas with different congestion indexes as ranked
by the Texas Transportation Ingtitute (Schrank & Lomax, 1997). The forecasts showed
that there was no difference in the contribution of capacity additionsto new VMT
between the different categories. EEA (1999) andyzed dadticity differences assuming
that the ratio of VMT over lane miles was a good proxy for congestion levels (using the
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same data as Fulton et d., 2000). They could not show any sgnificant differencein
eadticity vauesfor the different models. These results are quite interesting as one would
expect more congested areas to have larger eadticities. It is possible that this could
indicate that land use and development effects play alarger role than existing congestion
ininducing new VMT. Noland & Cowart (2000) suggest that this may be the case by
andyzing the difference in the contribution of new capacity to forecast VMT growth
between metropolitan areas. They conclude that areas with proportiondly greater growth
in lane miles can attribute more of their VMT growth to induced travdl.

Chu (2000) developed amodd to try to estimate eladticity changes for different
levels of underlying congestion. In deriving histheoretical mode of travel demand and
highway supply he determines that incrementa expansion in highway capacity will have
amaller effects on vehicle travel. In testing this hypothesis, he aso uses data from the
Nationwide Persond Trangportation Survey (NPTS) and estimates the following modd:
loy(0/C) = bo + balog(X*) + b2log(C)+ ba(log(C))* + e
where g isvehidetravel (VMT), C isameasure of capacity (lane miles), X refersto
other varidbles included in the estimation, and e is an error term. UsSing a cross-sectiond
database of metropolitan areas derived from the NPTS, Chu (2000) finds significant
coefficients on both the b, and b3 terms. He concludes that capacity does influence total
traffic dbet with adiminishing effect as specified in his theoreticd modd.

Not al the studies cited have been able to show that induced trave islarger or
more extensive when congestion is present. Chu's (2000) mode provides the most
convincing evidence of some correlated effects. While the empiricd andyss is wesk,
theoreticaly we would generaly expect more induced travel when congestion is higher
and aso more induced travel when land use and development controls are weak thereby
alowing the market to respond to changes in the highway network. SACTRA (1994)
came to the conclusion that when large changes in generdized travel costs occur, induced
trave islikely to be sgnificant, based largely on theoretica grounds.

Our conclusion from the relevant literature is that the theory of induced travel can
certanly not be refuted and islargely confirmed. Table 4 summarizes the dadticity
estimates from the studies discussed above. These coefficient values, while estimated
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with different data sets and different techniques, seem to suggest thet lane mile
eladicitiesarein the range of 0.3-0.6 with larger dadticities for long run effects.

A mgor rlevant question is how important is this effect compared to other
driversof VMT growth, or as SACTRA (1994) asked, “doesit matter?’. Both Noland
(2001) and Noland & Cowart (2000) estimate the relative contribution of induced
demand to overdl VMT growth. Noland (2001) applies the distributed lag modd in
Table 1 to forecast VMT growth out to 2010. Hefindsthat if current trendsin both lane
mile increases and demographic variables continue, VMT will grow at about 2.65%
annudly. If lane mile growth is st to zero, this reduces VMT growth to about 1.9%
annualy. In other words, the induced travel effect accounts for about 28% of annualized
growthin VMT. Noland & Cowart (2000) estimate this effect to average between 15-
40% of annualized VMT growth (on interstates and arterials) for metropolitan aress. The
lower range is probably more precise as this was the better of the models that they
estimated. Heanue (1998) uses data from Milwaukee, Wisconsin to estimate the
contribution of induced travel to VMT growth. Using Goodwin (1996) and Hansen &
Huang's (1997) dadticity estimates, Heanue (1998) determines that between 6-22% of
VMT growth is due to capacity additions. Still, this result strongly suggests that
forecasting VMT growth (and the environmenta impacts of that growth) needs to include
some measure of trangportation infrastructure as a determining factor.

Another issue is the impact of added highway capacity on economic development.
Some have argued that public infragtructure (of which highways are amgor eement)
result in larger productivity growth than invesments in private capitd (eg. Aschauer,
1989). In essence thisis an argument that highway development will generate additiond
travel which would be aresult of new economic development that would not have
otherwise occurred. Subsequent andys's, however, chalenged the conclusion of
Aschauer with regard to the relative magnitude of productivity effects from public versus
private capitd (e.g. Tatom, 1991; Kegian & Robinson, 1994). Nadiri & Mamuneas
(1998) find that highway capitd has a positive effect on totd productivity (athough less
than the effect of private capita). Boarnet (1997) attempts to reconcile the literature on
development impacts from highway projects. He suggests that while from aregiona

perspective highway projects may have little if any growth inducing impacts, they may
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have sgnificant impacts within specified corridors or sub-regiond areas. Theresult is
that highway projects may smply redistribute existing growth within a metropolitan area.
To alarge extent, this growth will bein ex-urban areasthat are recelving gainsin
accessihility at the expense of downtown or older suburban aress. The overdl welfare
impacts of this redistribution are not explored but could be important. Both Boarnet
(1998) and Chandra & Thomjpson (2000) estimate models that demonstrate that the
gpatid dlocation of development is affected by road infrastructure.

The theory of induced travel, whether by immediate behaviourd travel
adjustments or longer term land use impacts, appears to be clearly justified.
Transportation planners have been reluctant to accept this concluson that essentidly
chalenges the notion that trangportation projects can substantiadly reduce traffic
congestion. However, the implication should not be that trangportation projects have no
benefit. 1t merdly implies that the benefits cannot be attributed to changesin travel time.
Going back to basic urban economic theory, induced travel effectsimply that the changes
in behaviour are trandated through changesin land price vaudtion (i.e, the bid-rent
curves of urban economics, see for example, Mills & Hamilton, 1994). Thisconclusion
changes the context of trangportation policy from congestion reduction to one of directing
the growth of urbanized areas. We turn to a discussion of these issues and changes taking
place both in the UK and the US.

INDUCED TRAVEL AND CHANGES IN TRANSPORTATION AND
ENVIRONMENTAL POLICY

Transport and Environment Policy in the UK

In 1998 the UK Department of Environment, Transport and the Regions
established anew direction for UK trangport policy with the publication of the
government’ s transport White Paper, A New Deal for Transport: Better for Everyone
(DETR, 19984). One of the key directives of this policy was that the government would
no longer attempt to accommodeate traffic growth through a strategy of “predict and
provide” That is, road construction would not continue to meet forecast traffic growth.
The level of forecast infrastructure needed to meet an unconstrained growth assumption

was seen as unsugtainable both environmentaly and financidly.
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Goodwin (1999) datesthat this dlows the recognition thet aternative options,
such as increased public trangport and non-motorized modes are increasingly important.
Integration of al modes of transport was seen as akey god while smultaneoudy
reducing the need for motorized trangport. An emphass on maintaining existing road
infrastructure, rather than increasing its capacity, was another key eement. The
recognition that some road pricing options would be desirable, both for moderating
demand, and for raisng revenue for dternatives was another key conclusion.

Goodwin (1999) outlines much of the hitorical context and incrementd changes
that preceded the publication of the White Peper. Growing concerns about the
environmenta impact of road transport were seen as aprimary driver. These included
concerns about the hedlth costs of air pollutants, climate change impacts, acid rain and
ecologicd impacts. The SACTRA (1994) report on induced traffic played amgor rolein
changing the perspective on whether “predict and provide’ was an economically sensble
policy and has led to changes in the process of road appraisal in the UK

The new appraisal process seeks to smplify the task for the decison maker by
summarizing key information in atabular format (DETR, 1998b). Price (1999) provides
an overview of the new gppraisd system, the purpose of which isto more clearly
highlight environmenta concerns (which tended to be lost in the volume of the detailed
environmenta impact assessments) againg traditiona cost benefit gpproacheswhich
have been used in the UK sincethe 1970's. The cost benefit approach embodied by the
COBA modd measurestrave time savings, changesin vehicle operating costs, and
changesin accident rates. A review of planned trunk road schemes was carried out using
the new appraisal methods. Of 68 schemes considered for the Targeted Program of
Improvements for trunk roads laid out in DETR (1998c), 37 were withdrawn or deferred
for further analysis after the new apprais methods were applied. Ndlthorp & Mackie
(2000) analyzed how various appraisal factors affected the decison of whether to
withdraw a scheme or not. They concluded that many of the environmenta factors
(exduding ar qudity) wereinfluentid in the decision. Interestingly, they included that
the cost benefit assessment (from COBA) was not significant in the decisons taken.

The SACTRA (1994) reported recommended new procedures of cost benefit
anadysis of road projects to account for induced travel effects. Interim guidance on this
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was published simultaneoudy with the SACTRA report (DETR, 1994). These
procedures were updated in 1997 with an updated section of the UK Design Manua for
Roads and Bridges (Highways Agency, 1997). This provided interim elagticity methods
to account for induced travel effects, DETR continues to do research on updating four
step modeling procedures for more complex schemes.”

Some andysis has been conducted on the differencesin cost benefit results with
and without the inclusion of induced travd effects. Small induced trave effects of 5-10
percent have been found to reduce the benefits of a scheme by anywhere from 20 to
nearly 40 percent.® It isnot clear whether any specific road schemes have either been
abandoned or undergone mgjor design changes in response to changesin the gppraisal
methods. However, the overal policy approach of abandoning a“wish list” of projects
and announcement of a Targetted Programme of Improvements outlined in DETR
(1998c) undoubtedly are in response to new quditative knowledge on induced travel
effects.

In the area of land use policy the UK has historically been able to preserve land
and avoid the sprawl development patterns of the US (though there are certainly
examples of US style sprawl in the UK). Planning Policy Guidance 13 on Transport
(Department of the Environment, 1994) was indtituted to provide Loca Authoritieswith
guidance on better coordinating land use and trangport planning. The am isto reduce
reliance on private vehicles, encourage modes with less environmenta impact, and
reduce both the number and length of motorized journeys. The promotion of
development in centralized and accessible areas (by modes other than private cars) is
explicitly stated. These sort of policies are certainly consstent with the god's of the
White Paper.

Interestingly, if land use policy were completely effective one would expect
capacity enhancements to result in lessinduced travel. This assumes that land use

planning can effectively disconnect the response of developersto changesin the transport

’ In the USthe National Cooperative Highway Research Program (project number 25-21) is conducting similar
research geared at looking at the air quality impacts of changesin traffic flow. The proposed methodologies
are quite comprehensive and will be equivalent to updating four step travel demand models and integrating
them with land use and modal emissions models to account for induced travel effects and changesin vehicle

dynamics.

8 Parliamentary Record of the House of Commons, Hansard column 808 - 6 December 1996, HM SO: London.
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network. Induced travel impacts would then be limited to changes in the number of trips,
routes, destinations, and modes. Some relocation of activities could still occur, but one
wouldn't expect mgor sorawl development to occur (unlessthisis part of the land use
plan). In theory, one could argue that effective land use planning would alow capecity
enhancements to capture travel time reduction benefits more effectively. As shown
previoudy, Rodier et d. (2001) estimate that 50% of induced travel effects occur if land
use does not change in reaction to expanded capacity.

In July 2000 the UK government released a 10 year trangport plan (DETR, 2000)
following up on many of the policy documentsissued in recent years. The plan outlines
the proposed investment Strategy for surface transport over the next 10 years. While the
text of the document is generaly consstent with the integrated transport policy of the
original 1997 Transport White Paper, an andysis of the actua expenditure plan is not
quite cong stent with the White Paper’s policy. Of about £121 Billion of public
expenditure proposed over the 10 year period, over 45% is devoted to trunk and local
roads and dightly more devoted to rail and public transport (annex 1 of DETR, 2000).
While not dl of the road spending is devoted to new capacity, there is an explicit target of
widening 5% of the trunk road network, construction of 30 bypasses, and 80 mgor
schemes to reduce congestion. The Trangport Plan acknowledges that construction of
new road capacity is not the solution to congestion problems, but the overdl investment
focus appears to disregard potentid induced travel effects (including tating that
congestion reduction is a pecific god).

Despite this mgor increase in spending on road projects, the Transport Plan also
includesincreasesin rail and public transport expenditures. Loca Authorities will also
be required to develop integrated Local Transport Plans, improving of planning that
focused around specific schemes. 1n addition, these Plans provide a mechanism for using
transport funding to help address the needs of Air Qudity Improvement Plans dso
required of Local Authorities.

The Transport Plan dso dlows Loca Authorities to plan and implement
congestion charging and/or workplace parking schemes. The Greater London Authority
has a so been empowered to implement a congestion charging scheme for which active
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planning is currently in progress. These ideas are congistent with a recognition of the
need to price demand to rdieve congestion without inducing new travel.

Overdl the 10 year Trangport Plan attempts to distribute substantial increasesin
public spending to many beneficiaries. While increasesin road spending are sgnificant,
public trangport and rail systems aso are receiving substantial increases. Other than the
potentia for various congestion charging schemes, the overdl plan does not gppear to
fully integrate much of the knowledge of induced travel effects developed in recent years.
Transportation and Environmental Policy inthe US

Within the last decade, the gererd trend in policies of the US Federad government
has been to better integrate transportation policy with environmental policy. Thistrend
began with passage of the Intermoda Surface Trangportation Efficiency Act (ISTEA) in
1991. Perhapsthe two most sgnificant examples of the integration of transportation and
environmenta policy has been the establishment of the Congestion Mitigation and Air
Qudltiy program which dedicates specific funding for projects that improve ar quaity.
In addition, the Clean Air Act Amendments (CAAA) of 1990 strengthened the
requirement that metropolitan trangportation investment programs “conform” with Sate
implementation plans for achieving the National Ambient Air Qudity Standards. This
requires that the mobile source emissions “budget” can not be made worse by the
planned trangportation system. Naturally this involves forecasting and modeling of
trangportation systems and has spurred much research into developing models that can
actualy measure and estimate these effects.

More recently the Transportation Equity Act for the 21 Century (TEA-21) of
1998 has continued both the CMAQ program and the transportation air quality
conformity requirements. In addition thislegidation required the US Department of
Transportation to inditute a“streamlined” process for transportation project facilitation
and delivery. The Department of Trangportation has interpreted these “ streamlining”
provisions as a means to encourage earlier consderation of environmenta issuesin the
trangportation planning and project development process.

Review of the environmental impact of Federd projectsis one of EPA’s mgor
roles as specified by the National Environmental Policy Act (NEPA) of 1970.
Environmenta Impact Statements (EIS) for Federal projects are devel oped by the lead
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agency (the Federd Highway Adminidtration in the case of highway projects) but
reviewed by EPA (aswell asthe generd public). Therole of the EISisto provide
information to decison-makers and the public about the environmental impact of projects
and possible dternatives. The dternatives analyzed are generaly minor (e.g. changesin
routing or aternative mitigation strategies). Mgor decisons on project scope have
already been pre-determined at earlier phases of the transportation planning process,
often without undergoing significant environmenta review. Projects are often delayed
dueto the inadequecy of early stages of decison making that preclude the consderation
of abroad range of dternaives. Thisisthe eement that the “sreamlining” provisons
areamed a correcting.

Environmenta Impact Statements specify and define the god for the specific
project.” The god of many trangportation projects is to reduce congestion; however, the
sudies cited above strongly suggest that adding highway capacity will not be an effective
solution for achieving long-term congestion reduction gods. Alternative gpproaches may
be far more effective than merely adding more capacity. For example, amore redlisic
gpproach to actualy controlling congestion would be to propose congestion pricing on
existing road capacity (as an aternative to new capacity construction). Provision of
trangit services and redevelopment of existing land (e.g. brownfields and infill
development) may also lead to less regiond congestion, while aso serving the needs of
economic development (albet on different parcels of land).

The research reviewed above suggests that adding highway capacity will facilitate
development either on previoudy undeveloped land or more intensive devel opment near
the proposed project. The linkage of development impacts to specific transportation
projects requires an analys's of the cumulative and secondary impacts of the project.
Regulations promulgated by the Council on Environmenta Quality (CEQ, 1987) require
the assessment of cumulative impacts. Many Environmentad Impact Statements for
highway projects currently do not conduct a high qudity analysis of cumulative effects
(i.e, the land development impacts that are induced by the project). In addition, many
highway projects are andyzed in segments, rather than as an entire corridor which would
tend to underestimate the potential cumulative effectsin the long run.

° EISterminology defines project goal's under the "purpose and need" of an EIS.
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Long run development impacts aso suggest that project goas should be defined
exclusvely with regard to land development objectives, not congestion reduction. This
type of judtification is normally avoided by transportation agencies. An assessment of
transportation projects based upon their land development impacts obvioudy creates
more political tenson in the promation of transportation projects. The business
community and developers are generdly very active in many locditiesin promoting
projects that increase access to undevel oped land and resulting economic development on
that land. A more detailed andysis of how transportation projects interact with land
development is essentid information that is needed to improve decision-making and the
environmenta outcomes of specific projects.

If congestion relief is not the stated god of a project this would also imply that
dternatives to cgpacity expansion might be more gppropriate. For example, if broad
economic development and sustainability goals are stated as goas within a corridor EIS,
then the possible range of solutions may expand well beyond the andysis of highway
options or even beyond other transport options.

As mentioned previoudy, the CAAA requires transportation plansto bein
conformity with State Implementation Plans for meeting the Nationd Ambient Air
Qudity Standards (NAAQS). What this meansis that states and metropolitan planning
organi zations must forecast the impact of trangportation plans (i.e., acollection of many
different projects) on tota emissions of criteria pollutants (NOy, VOC, CO, and PM-10).

Regiond trangportation planning agencies (or the states) generdly maintain a
system of models to forecast and evaluate the impact of transportation projects and plans.
These modds are usudly deficient in accurately forecasting emissons (TRB, 1995)
partly because they do not adequately account for both short run and long run induced
travel effects. Thiscan be partly corrected by building feedback mechanismsinto the
models to at least account for some of the short-run impacts (Johnston & Ceerla, 19963).
Air qudity regulations aready require this step for conformity andys's, though actud
practice has generdly not kept pace with the regulatory requirement.

Some EPA regions are working with metropolitan planning organizations to
improve the state of the practice in the modeling of trangportation impacts, in particular
the impacts on land development. Various modding packages (none of which areided)
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are available to provide estimates of land development changes induced by transportation
and accessibility changes®® Improved modeling of these impacts would provide decision
makers with far better information on the short-run and long-run emissons impact of
dternative trangportation plans and are critical for developing State Implementation Plans
that will actudly help bring aregion into attainment of the NAAQS. Project selection
criteriawould aso be vastly improved, as shown by Johnston and Ceerla (1996a, 1996h).

The Department of Transportation is also incorporating measures of induced
travel demand into their Highway Economics Requirement System (HERS) which
attempts to determine total financid needs for the US highway system using a cost
benefit analyss approach (US DOT, 1999). Thismodd includes travel demand
eadticitiesof 1.0 in the short run and 1.6 in the long run with respect to total user costs.
These are used as dadticities for individua links on the highway network and therefore
include route shifts that may not represent induced VMT effects. Previoudy the HERS
mode had used a short run eadticity of 0.8 and along run dadticity of 1.0. These
adjustments were made in the most recent report after an externa review of the model
was conducted. US DOT (1999) states that they would expect network eadticitiesto be
lower. Theincluson of these user cost dadticitiesin the HERS modd allows estimated
VMT growth to respond to changes in recommended investment levels. For example,
average annua VMT growth (over 20 years) for large urbanized aressis estimated to be
1.66% if annud average investments are $46.3 Billion while an invesment level of $94.0
Billion could result in VMT growth of 2.06% annudly. It is unclear, however, how this
andyss actudly influences the alocation of investment from the Federad government.
While TEA-21 authorized spending levels for trangportation, subsequent annua
appropriations of funds have been linked to annual gasoline tax revenues with no
condderation of how investment levels may affect VMT growth. Infact, USDOT
(1999) suggests that investment needed to maintain current conditions, estimated using
the HERS modd, is generdly higher than actuad investment by both the Federal and State
governments.

Therefore, while the theoretica basis of induced travel effects appearsto be
acknowledged by the US DOT, the actud investment of Federd dollarsis till largely

10 A good review of these modelsis contained in Parsons Brinckerhoff Quade & Douglas (1999).
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driven by politica imperatives (such as demands for congestion reduction) and the levels
of revenue collected by the Federal gasolinetax. US DOT does not make decisons on
specific projects since these are made by state Departments of Transportation and
sometimes by loca Metropolitan Planning Organizations. However, the availability of
funding and the incentives this provides to state governments by providing an 80% match
to loca funding can certainly bias decison making.

Boarnet & Haughwot (2000) suggest that radica reform of the Federd rolein
highway funding might be an effective policy for changing urban development patterns.
They suggest that if loca metropolitan areas spent local money (rather than Federd or
even state money), that cost benefit analysis would be conducted and that ultimately loca
decison-makers would choose better projects.

Even without thistype of radica reform, the science and economics of induced
travel effects are being recognized at the project level through the requirements of NEPA
and the CAAA conformity requirements. These statutory and legd requirements are
beginning to have an impact on policy for certain specific projects. While Federd money
may currently distort decision-making, Federd regulations may be able to improve
decisonrmaking (Downing & Noland, 1998).

The US debate on these issues is fundamentally tied to issues of community
livability and sprawl development. Suburban congestion has been linked to sprawl
development patterns by those promoting “livability”. 1t is clear from much of the
induced travel research that increasing road capacity tends to encourage sprawl
devel opment while aso being ineffective at solving congestion problems. Despite this
clear linkage, TEA-21 ill authorizes tremendous resources to new highway
condruction, potentidly undermining other effortsto achieve “livability” gods.

CONCLUSIONS

The research evidence on induced travel effects clearly shows that behavioura responses
are red and can have significant impacts on the congestion reduction benefits of capacity
expansion projects. Both in the US and the UK research efforts are underway to improve
modeling and assessment tools to measure the impacts of these effects. Transport policy
isaso gradualy changing in both countries. UK policy appears to have been more
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influenced by this research, primarily through the abandonment of forecasting based on a
“predict and provide’ philosophy. Inthe US, nationa policy has amed to be more inter-
modal in perspective, but in practice funding incentives and palitical inertia have made
mgor change difficult. Much of the change in US palicy is actudly beginning to occur
due to more detailed analysis at the project leve of induced travel and induced
development impacts. In both countries, these changes are being driven by
environmenta concerns. In the US environmenta statutes are enabling much of the
change a the project assessment leve rather than from directives specified by the Federd
governmert.

Overdl, the new knowledge being developed of how infrastructure affects travel
behaviour and land use paiterns will hopefully lead to actud implementation of improved
policies and project selection adlowing greater choices for individuas using the trangport
network.
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Tablel

Seemingly Unrelated Regression by Road Type and Urban/rural area: distributed lag model

Dependent variableislog of VMT by urban urban urban rural rural rural
road type interstates arterials collectors interstates arterials collectors

Lane miles are by road type per capita

LN(VMT, lagged one year) 0.464 0.370 0.528 0.669 0.485 0.649
(17.981) (12.915) (20.251) (30.774) (16.658) (21.658)

LN(urban interstate lane miles, per 0.439

capita) (17.136)

LN(urban arterial lane miles, per 0.498

capita) (18.002)

LN(urban collector lane miles, per 0.513

capita) (15.097)

LN(rural interstate lane miles, per 0.234

capita) (6.473)

LN(rural arterial lane miles, per 0.369

capita) (10.621)

LN(rural collector lane miles, per 0.407

capita) (6.726)

LN(population) 0.625 0.652 0.690 0.250 0.509 0.307
(9.561) (10.279) (6.645) (4.057) (8.159) (2.950)

LN(per capitaincome) 0.748 0.489 0.328 0.531 0.630 0.313
(12.227) (9.788) (3.545) (9.858) (11.450) (4.387)

LN(cost per BTU of fuel) -0.085 -0.047 -0.019 -0.064 -0.035 -0.033
(-4.191) (-2.308) (-0.478) (-3.590) (-1.746) (-1.106)

Constant -9.149 -5.908 -6.219 -4.702 -7.349 -3.350
(-9.479) (-7.864) (-4.907) (-6.574) (-10.093) (-2.786)

N 583 583 583 583 583 583

Long run elasticities

Lane miles per capita 0.819 0.790 1.087 0.707 0.717 1.160

Population 1.166 1.035 1.462 0.755 0.988 0.875

Personal income 1.396 0.776 0.695 1.604 1.223 0.892

Gasoline price -0.159 -0.075 -0.040 -0.193 -0.068 -0.094
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Table?2

Instrumental Variable (2 Stage L east Squar es) Regressions

(A) (B) ©
LN(vmt per capita) Insrument = Insrument= | Instrument =
LN(area) LN(area) | LN(populatio
n/ area)
LN(lane miles per capita) 0.760 0.289 1944
(18.092) (2.873) (6.035)
LN(per capitaincome) 0.315 0557 -0135
(6.198) (8.051) (-0.798)
LN(fuel cost) -0.005 -0.023 0.135
(-0.179) (-0.713) (2.186)
L N(population density) -0.160
(-7.077)
Constant 0476 -3.193 3595
(0.887) (-4.701) (2.224)
N 1050 1050 1050
Adjusted R* 0975 0.967 0.902
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Table3

Instrumental Variable Regressions (with fixed effects)

Dependent Variable: All Sates Maryland North Carolina Virginia

Growthin VMT
Ingrument | Insrument | Indrument | Indrument | Indrument | Insrument | Instrument | Instrument
= growth = growth = growth = growth = growth = growth = growth = growth
inlane inlane inlane inlane inlane inlane inlane inlane
milesover | milesover | milesover | milesover | milesover | milesover | milesover | milesover
twoyears | threeyears | twoyears | threeyears | twoyears | threeyears |twoyears | threeyears

Growth in Lane Miles 0.505 0.457 0.397 0.290 0.638 0.479 0.288 0.444
(4.823) (2.796) (1.972) (0.948) (6.491) (3.705) (4.405) (4.958)

Growth in Population 0.031 0.031 0.251 0.219 0.166 0.387 0.120 0.114
(0.234) (0.214) (0.864) (0.726) (0.589) (1.293) (1.998) (1.694)

Growth in per capitaincome 0.002 -0.028 0.255 0.292 0.114 0.133 0.088 0.080
(0.037) (-0.372) (1.923) (2.047) (1.423) (1.573) (2.232) (1.959)

Condant -0.003 -0.004 0.009 0.008 0.038 0.038 0.040 0.043
(-0.148) (-0.176) (0.451) (0.396) (1.900) (1.824) (3.098) (3.222)

N 1980 1760 598 575 1000 900 2400 2304

Adjusted R 0.031 0.024 0.112 0.089 0.060 0.060 0.172 0.199

T-gats are in parentheses

County and time specific congtants are omitted for brevity.




Table4

Summary of Elasticity Estimates

Citation Trave time Lanemile Type of mode Dataused
eadicity eadicity
Goodwin -05--1.0 Derived from
(1996); gasoline price
SACTRA eadicities
(1994)
Hansen & 0.3-0.7 Time-series Cdifornia
Huang (1997) cross-sectiond County-leve data
fixed effects
0.5-0.9 Cdifornia
Metropolitar+
level data
Noland (2001) 0.3-06 Time-series State-leve data
(short-run) | cross-sectiond
fixed effects
0.7-10
(long-run)
05-0.8 Difference modd
with fixed effects
Noland & 08-1.0 Time-series Nationwide
Cowart (2000) (long-run) Cross-sectiond metropolitan-leve
fixed effects data
0.3 2 stage least
squareswith
week indrument
Fultonet d. 0.3-05 2 stage least County level data
(2000) squareswith good | from Maryland,
ingrument Virginia, North
Caroling, and DC
Cervero & 0.559 2 stage least County level data
Hansen (2001) squareswith good | from Cdifornia
instrument
Rodier et dl. 08-11 Disaggregate Sacramento
(2002) modeling study regiona data and
modeling system
Strathman et d. 0.29 Cross-sectiond NPTS data,
(2000) modéel individud-leve,
nationwide
Barr (2000) -0.3--04 Cross-sectiond NPTS data,
modéel individud-leve,
nationwide
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Price of Travel

Figurel
Induced Trave
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S2: Supply after



Figure2

Induced Travel During Period of Underlying Growth in Demand
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